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Abstract—A developing bleeding-edge technology in IT industry is cloud computing.It just 

fuses clustering,grid computing and virtualization among humankind.In line with every 

individual’s viewpoint and opinion,the definition of mobile cloud computing may slightly 

differ.This tremendous domain  works on the commercial approach “on-demand pay per 

use”.However,construction of a large infrastructure with hired-hand employees with 

massive set up of hardware and software seems to be overpriced and extortionate.One of 

the agitates for cloud server providers is  power consumption.The prominent proposal 

scheme behind this paper is the scheduling algorithms and optimization techniques by 

implementing them to diminish the energy consumption and power consumption of domain 

controller to be lessened.This paper describes about in progress underway implemented 

energy aware resource allocation and operating procedures in cloud computing.This paper 

permits an outline of a qualified and relative study on  several existing resource scheduling 

techniques in cloud computing technology. 

 

Keywords--- Cloud computing,resource allocation,energy efficiency,makespan,Allocation 

of Virtual Machines,Resource utilization. 

                             

 

1. INTRODUCTION 

 

              Cloud computing is on-demand service with appropriate network access as resources 

are distributed through different geographical location being pooled and provision to the 

user.This sort of resource pooling and management of resources is an important aspects of 

cloud computing.Rapid elasticity is another main characteris means users can go up and 

down as per their requirements.Other common characteristics are 

 

 (1)Massive scale 

(2)Resilient Computing 

(3)Homogeneity 

(4)Geographic Distribution 

(5)Virtualization 

(6)Service   

(7)Low cost software 

(8)Advance security 
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                     Performance of cloud services depends on the scheduling algorithm.These 

algorithms assigns the tasks to various computing resources in the virtual machine.As 

traditional scheduling algorithms like First Come First Service(FCTS),Shortest Job 

Next(SJN),Round Robin(RR),Time Slice etc are not suitable to solve NP hard scheduling 

problems.So we develop cloud scheduling algorithms with various criteria that includes 

resource utilization,cost,makespan,user bandwidth,throughput etc.Max-min algorithm is one 

of the popular ,easy to implement cloud scheduling algorithm.In this algorithm all small tasks 

are allocated to faster resources and all larger tasks are allocated to slower resources.Hence it 

minimize the average waiting time of short jobs,by assigning it to faster resources.Large tasks 

to be executed by slower resources.Main objective of this algorithm is to improve 

simultaneous implementation of tasks on resources.Tasks with maximum complementation 

time are assigns on a slower available machine.It gives higher priority to tasks with 

maximum execution time(larger tasks have greater priority instead of smaller tasks) to 

improve average execution time of all tasks. 

                         On the basis of bio-organic metaphors,universal optimization technique called 

genetic algorithm has been developed from ―Natural Genetics and Natural Selection‖.There 

may exists numerous power systems to enhance the analysis and productive regulation,but 

Genetic Algorithm overcome all the limitations and restrictions.It clears up all the 

complications in non-linear disputes.It also solves the compensation of reactive power.As the 

name suggests,the genetic algorithm are really coming from the essential ideas of genetics,so 

they are all nature inspired algorithm.These algorithms works on  intelligent search 

techniques maintaining a population of candidate solutions for a given problem and search 

the solution space by applying various operators.Limited number of switches and racks being 

a disadvantage of Virtual Machines,researches developed a new method called Service Level 

Agreement(SLA) called Green SLA.Multi-Agent Genetic Algorithm(MAGA) is the hybrid 

algorithm developed from Genetic Algorithm(GA).As the name suggests the production and 

performance of MAGA is superior than GA.Load balancing problems in cloud computing 

environment is solved by MAGA.On the strength and facts of resource virtualization 

management,Multi-Agent Genetic Algorithm designs a load balancing model. 

 

2. RESOURCE ALLOCATION 

 

Resources available in massive cloud are controlled and carried on by centralized resource 

management which allots the application to the Virtual Machine. Applications and the tasks 

given by the users of cloud are supplied through VMs (Virtual Machines) by the resources 

that are set aside in cloud data center.This can be achieved in two forms—(1)VMs 

provisioning –creating Virtual Machine instance for the required tasks.(2)Resources 

provisioning—assigning the user’s request to the physical resources (tagging to the physical 

resources).In cloud computing,VM is the real machine that relates both the representation of 

software and hardware of the system’s operating system.This has become well-liked 

technology in the current decade for its number of merits such as server 

consolidation,security and live migration.In cloud computing atmosphere and in data 

centers,VMs are build out to manage on a server with manifold OS maintained with 

numerous application.In cloud virtualization technique,the application are assigned between 

the cloud host and dynamic load balancer.Task consolidation of the task scheduling algorithm 

is the technique to maximize the cloud resources utilization.Enhancing utilization of cloud 

computing resources leads to various advantages like 

rationalization,customization,maintaining reliable services.Advancements in solidified 

drivers,minimum power consuming CPUs and high energy efficiency monitors reduce energy 

consumption.[1]. 
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3. ENERGY EFFICIENT CLOUD COMPUTING SYSTEM 
 

                                   Framework of cloud computing is designed to greatly support the 

accessibility of several services on the basis of cost efficient.These services can be accessed 

through the server organization and data centers.High performance servers and high speed 

mass storage devices are the main supremacy of cloud atmosphere.Servers in data centers are 

maintained with air conditioning and cooling equipments.Data centers are the world’s highest 

consumers of electricity.Due to this specific factor,the cloud is in need of green data 

centers.To assign the resources as per the services required,the green data centers use cloud 

virtualization.Cloud computing provides three broad levels of access to the users- 

Infrastructure as a Service(IaaS), Platform as a Service(PaaS), Software as a 

Servive(SaaS).Application required to the customers may highly differ from customer to 

customer according to their self interest.Virtual Machine concept means of running ―n‖ 

number of servers on one single physical server.Main objective of task consolidation 

algorithm is to reduce the energy consumption by the cloud infrastructure.[1] 

 

4. LITERARY REVIEW 

 

1)Ramesh C et al. (2020) suggested an improved max-min algorithm evolved on the basis of 

RASA(Resource Awareness Scheduling Algorithm) which provides an expected output of 

lower makespan rather than the original max-min algorithm.[2] 

2)Vanitha Darwani et al. (2016) proposed multilevel task scheduling algorithm using k-

means clustering results with minimum execution time and makespan.Allocating tasks to VM 

properly is very important feature why because poor task scheduling resources that cannot be 

efficiently utilized. 

3)Dr.Sanjay Tyagi et al. (2017) introduced a technique that takes into the account of 

parameter of makespan into consideration, two heuristic based algorithm called min-max and 

max-min algorithm  which is developed on the basis of simulation on Cloudsin. 

4)Omar Elzeki et al. (2012) introduced an algorithm to be boosted and give higher makespan 

efficiency using genetic programming(GP) and genetic algorithm(GA). 

5)Gaurang Patel and Upendra Bhoi et al. (2015) surveyed that the enhanced Load Balanced 

Min-min algorithm which was developed on the basis of min-min strategy succeeded due to 

effective resource utilization.It leads to superior makespan and allocate minimum time for 

completion of the tasks. 

6) Liang Liu, Taochun Wang ,Youwei Din and Xiaolin Qin et al. (2015)‖ surveyed Energy 

Efficient Scheduling Algorithm(EESA) that can withstand Dynamic Voltage and Frequency 

Scaling.This algorithm increases the power ratio performance and reduces energy 

consumption.[3] 

7) Shu Yin,Xiao Cheng Liu, Xiaomin Zhu, Laurence T. Yang  and Huangke Chen Ji Wang et 

al. (2014) proposed Energy Aware Rolling-Horizon scheduling algorithm(EARH). Task 

count and Task Deadlines are the Metrics Considered while developing EARH.In this 

algorithm,virtualization technique reduces the energy consumption by the cloud and 

improves utilization of the resources.[4] 

8) Jyh-Horng Chou and Jinn-Tsong Tsai Jia-Cen Fang et al.(2014) introduced the 

combination of IDEA,DEA and Japanese Taguchi method.IDEA makes optimization 

easier.[5] 



International Journal of Aquatic Science  

ISSN: 2008-8019 

Vol 12, Issue 03, 2021  

 

 

1050 

 

9) S.K,Yanzhi Wang, Yue Gao Ming Hsieh and Gupta et al. (2014)  suggested dynamic 

scheduling and static scheduling in the consideration of factor of replication and index of 

application for minimizing the global energy.[6] 

10) Xiaolin Qin, Youwei Ding, Taochun Wang and Liang Liu et al. (2015) in the paper 

surveyed bin packing heuristics with Time and Active Server Count by increasing resource 

utilization.[7] 

11) Jiaxin Li , Dongsheng Li, Jiaxin Li, Yuming Ye, and Xicheng Lu and  et al. (2015) 

proposed Layered Progressive Multiple Knapsack Problem(LP-MKP Algorithm) with similar 

tenant requests and maximum availability of resources that guarantees fair resource 

allocation.[8] 

12) Bechir Hamdaoui, Mehiar Dabbagh, Ammar Rayes and Mohsen Guizaniy et al. (2015) 

introduced workload prediction with power management and k-means clustering of data.This 

technique saves energy and high utilization.But this system has poor prediction of 

workload.[9] 

13) Massoud Pedram, Yanzhi Wang and Shuang Chen  Massoud Pedram et al. (2015) 

suggested convex optimization techniques that relates the function and cost of Electrostatic 

Discharge (ESD) capacity.ESD and server consolidation plays a prominent role on reducing 

the cost.[10] 

14)Zhen Xiao, Qi Chen and Weijia Song et al. (2013)  introduced resource usage and server 

usage allocation,skewness algorithm by overloading resources in the cloud server along with 

the hotspot temperature.This save energy consumption,improves utilization and avoids 

overload.But this depends upon Virtual Machine’s future resource demands.[11] 

15) Chia Ming Wu, HsinYu and Ruay Shiung Chang Chan et al. (2014) proposed   green 

energy-efficient scheduling algorithm.This algorithm is an extension of Dynamic Voltage and 

Frequency Scheduling Algorithm and the main contribution of this algorithm is to prioritize 

job scheduling[18].This algorithm minimize the unnecessary excess usage of the cloud 

resources.Cloud computing environment finds tedious for the system’s implementation and 

architecture in real time servers.[12] 

16) Sanjay Patel, Hitul Patel and Riddhi Patel et al. (2015) surveyed Energy Aware Best Fit 

Decreasing (EABFD) algorithm formulated on VM numbers,energy consumption policy and 

Service Level Agreement(SLA) percentage.QoS optimization is achieved by Median 

Absolute Deviation Rom Selection(MAD RS policy) and Energy Aware Best Fit Decreasing 

(EABFD). In other cloud simulators,it has to be extended in real time implementation.[13] 

17) Anirban Basu and Manasa H.B et al (2013) suggested Modified Best Fit 

Decreasing(MBFD) algorithm and Aware of non-power policy with the help of several 

Virtual Machines[19].This diminishes emission of carbon,improves realibility and 

sustainability with optimization of energy utilization.But while implementation,it has a 

disadvantage of facing  complexity of algorithm migration.[14][20] 

18)Dzmitry Kliazovich, ClaudioFiandrino and Pascal Bouvry Albert Y. Zomaya et al. (2015) 

introduced metrices related performance,metrices related power,metrices related network-

trafficking under policies such as  Inter Server Communication Latency (ISCL), 

Communication Network Energy Efficiency(CNEE) and Network Power Usage 

Effectiveness (PUEE).It finds out the fault in hardware and improves the performance level 

in Qos and accurately detects the error in packet internet.But it has to be standardized and 

centralized for the evolutionary performance in data center operations.[15] 

19) Bechir Hamdaoui, Mehiar Dabbagh, Ammar Rayes and  Mohsen Guizani et al.(2015) 

proposed workload forecast and consolidation and committed resources in the accordance of 

energy saved in the cloud and time versus requests. It has tremendous prospective of cloud 

energy reduction and also resolves utilization issues.But it has a drawback in PM 

overloading.[16] 
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20) Dan C. Marinescu and Ashkan Paya et al. (2015)  proposed energy load optimal 

operation regime from load balancing and Energy Awareness Scaling Algorithm.It requires 

computational efficiency balancing,attempts to maximize number of servers with lightly 

loaded servers.This algorithm has an option of sleeping mode to save energy.[17] 
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Figure 1. Cloud Server 
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Figure 2. Data Flow diagram for 

Resource allocation on the basis of energy awareness 
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Figure 3.  System Architecture 

 

 

5. CONCLUSION 

 

This paper suggests a comparative survey and exploration of various existing resource 

scheduling techniques in cloud computing environment,bearing in mind of resource 

allocation on energy resources for peak performance of green cloud data centers for 

providing required resources. These approaches focuses and pays centre of attention on 

various framework such as total time of execution, number of Virtual Machines, consumption 

of energy, utilization of CPU,cloud market charges, resources available and number of 

requests. An estimation shows that dynamic resource allocation with energy aware 

scheduling is the recent growing demand of cloud providers in maximizing their profit and 

satisfying more number of users, with less response time, and thereby meeting the Service 

Level Agreements (SLA). Thus, cloud computing empowers and  authorizes organization to 

shrink the total cost of ownership and maximize the return on investment (ROI) on IT 

infrastructure on computing resource services and data storage on green data centers. The 

upcoming research work focus in performing most advantageous resource allocation 

algorithm  with energy aware scheduling in the real cloud simulator and thereby obtain the 

investigational outcome  based on the diegesis and metrics to be considered.  
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