
International Journal of Aquatic Science  

ISSN: 2008-8019 

Vol 12, Issue 03, 2021 
 

 

1301 

 

A Healthcare System For Predicting Cardiac 

Disease Using Machine Learning 
 

Mr. Magesh Kumar B
*1

, Mrs. Rupashini P R*
2 

 

1Assistant Professor, Department of computer Science and Engineering Bannari Amman 

Institute of Technology, Sathyamangalam TamilNadu, India. 

2Assistant Professor, Department of computer Science and Engineering Bannari Amman 

Institute of Technology, Sathyamangalam TamilNadu, India. 
 

Email: 
1
mageshkumar@bitsathy.ac.in,

2
rupashinipr@bitsathy.ac.in 

 

 

Abstract. Data mining is a means of processing and converting information from various 

points of view into usable knowledge. This technique is used to detect cardiovascular 

disease. The risk factor can be used to easily classify cardiac conditions. The main purpose 

is to evaluate multiple testing approaches for cardiac disease. The next item is the planning 

and preprocessing of the dataset of core numbers. Properties classified by machine 

learning must be identified after the extract. Artificial learning promises increased 

efficiency compared to current ones. Quality parameters like accuracy, precision and F-

measurement have to be determined after classification. The machine learning produces 

better performance. Decision tree is the required diagnostics description of cardiac disease 

in the current dataset, as calculated in comparative measures. 

 

Keywords: Machine Learning, Naive Bayes. Classification. Data Processing. Heart-

Diagnosis. 

 

1. INTRODUCTION 

 

Early diagnosis and heart disease disorders will mitigate these attacks, which are the world's 

leading cause of death. Physicians create documents that contain a wealth of secret 

knowledge not readily available for predictions. Unused data is converted by different 

methods of data retrieval into a dataset. People die after signs that have not been taken into 

account. Professional physicians throughout their patients should consider a serious heart 

condition before it occurs. 

 

Smoking, ineffective exercise, elevated blood pressure, elevated cholesterol, poor diet, 

excessive consumption of alcohol and high sugar content are among the following factors that 

raise the risk of heart disease. Cardiovascular disorders include: chronic heart disease, 

anxiety, anxiety, congenital cardiovascular diseases, pulmonary disease in rheumatism, 

peripheral artery diseases and infectious cardiovascular disorder. cardiovascular diseases 

include cardiovascular disease. Data mining is a compression and encapsulation technology 

for the valuable knowledge. The purpose of this analysis is to estimate the risks of a heart 

attack for patient data collection. Phases and sense are core criteria for the mining of data; in 

reality, data mining forecasts involve the position of attributes or variables on an in certain or 
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probable status basis of other attributes. The definition reveals developments that define 

individual outcomes 

 

2. LITERATURE SURVEY 

 

The study elucidates the biomedical data research assessment of coronary diseases. While a 

great deal has been achieved, the accuracy of the predictions has to be enhanced. This 

research thus focuses on function selection methods and algorithms, where different heart 

disease data sets are used for training and for improved accuracy [1]. 

 

A new approach is to be proposed to discover the use of machine learning techniques for 

increasing forecasts of cardiovascular disease. For different combinations of features and 

multiple established classification methods the prediction model is used [2]. 

 

This paper explores the common algorithms in the medical information set that estimate the 

leading cause of death for cardiovascular disease around the world. Doctors have trouble 

predicting of heart disease, since it is necessary for teaching and experience. Today, however, 

the health sector has listed essential decision-making information. J48, Simple CART, and 

REPTREE are more predictable than every other algorithm [3] as expected. This algorithm 

was disclosed in experiments. 

 

Prescribe a widely active hybrid approach to diagnosis coronate artery disease. Indeed, the 

suggested approach would increase the efficiency of the neural network by around 10 per 

cent by increasing its initial weight by using a genetic algorithm [4]. 

This paper proposed an associative-data and identification techniques-based approach for 

diagnosis of cardiac disease. Study on various data mining strategies in the UCI computer 

testing library is underway on the data from the Cleveland cardiac disease dataset. Height, 

age, chest pain, blood pressure and cholesterol are different characteristics which may predict 

signs of early heart disease [5]. 

 

It is noted that the ECG signal for its unilinear behavioral changes and the main characteristics 

used in this study. The ECG signals change from linear to normal. Nonlinear dynamics 

change. For processing phase-information in higher order (HOS) statistics, the one-

dimensional slices from the higher order, normal and cardiac areas are used. The Advanced 

Multilayer Neural Network (NN) system with Back Propagation (BP) training system was 

used to classify cardiac heart abnormalities from normal ECG signals [6]. 

 

An automated ECG completion is used by the cardiologist as a tool for effective medical 

diagnostic treatment. The ECG signals in this research are implicitly defined through 

efficient techniques as ordinary and defective (abnormal) arrythmia. The morphological 

features of these classes are derived in order to clarify the ECG signal. The simulation 

method used to detect the classification distribution of function vectors is the PNN. In this 

work the ECG time series is compared with the MIT-BIH arithmetic database [7]. 

 

Heart disorders are the biggest drop inducers of human death. Per year, 7.4 million deaths 

occur from coronary arrhythmia (coronary arrythmia) and 52% from stroke and 47% from 

heart failure. The diagnosis at the primary stage of various cardiac problems is also very 

critical to prevent heart-related deaths. Present ECG studies explain heart arteritis such as RR 
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interval or wavelet conversion using categorized algorithms like the K-Nearest Nearest 

Vector Support Machine and the Levenberg Marquardt Neural Network (NNS) method. 

These technologies draw a wide variety of features but are unable to identify the exact 

problem [8]. 

 

The paper addresses the calculation in the field of medical data science in cardiovascular 

disease. Whilst much study is being carried out in this field, the precision of the forecast must 

be enhanced. This research is based on the strategies for compilation and algorithms to be 

used to evaluate various data sets on heart disease (HDD) experimentally and with greater 

precision [9]. 

 

In this research we introduce the use of machine-learning approaches to classify crucial 

characteristics to enhance the precision of cardiovascular disease prediction. Many functional 

combinations and many known grading techniques [10] are used in the Prediction model. 

 

This chapter examines common medical data classification algorithms helping to forecast 

cardiac problems, the world's leading cause of death. A heart attack cannot be identified by 

physicians because experience and expertise are necessary. Today's medical technology 

requires secret and substantial decision-making know-how. The tests carried out revealed this 

algorithm. The Simple CART and REPTREE are more efficient than other algorithms, as the 

J48 projection showed [11]. 

 

Provide a very useful hybrid approach to the diagnosis of coronary heart disease. In particular, 

the proposed solution increases the efficiency of the neural network by around ten [12] by 

increasing the weights using a genetic algorithm. 

 

The paper proposed an associative data-driven method of diagnosing heart disease. The 

Cleveland Cardiovascular Data Selection in the UCI Learning Library is being studied for the 

purposes of exploring various techniques of data extraction. The heart 's characteristics are all 

different for women, ages, chest pain, blood pressure, sugar in blood, etc., that can predict 

signs of early heart failure. 

 

3. PROPOSED SYSTEM 

 

A new mechanism will be implemented to predict cardiac accidents, which tests the deep 

properties and trains tests [13]. Experimental findings demonstrate that the classificatory 

beats some other classifier by checking both the characteristics with the same test samples. 

The increase in quality has been statistically important since then. Because of insufficient 

samples to map functions and class marks accurately, it is difficult to preview cardiac attack 

with a small, high-dimensional data set [14]. This is commonly tackled by designing and 

selecting handmade elements in existing literature. Unlike other methods, Naive Bays and 

Random Tree categorized the underlying structure of results. 
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Architecture 

 

 

Fig. 1. Proposed System Architecture 

 

Algorithm- Decision Tree 

 

Input: 

Step 1: Export Sample 

Step 2: Symptoms are the collection of entry features 

Step 3: Prediction of heart attack is the collection of outcomes Step 4: Sample is a training 

data collection 

Function Iterative Dichotomize returns a decision tree 1.Making the tree root node 

2. If (all feedback is positive, node positive) 

If Els (if all of the inputs are negative, return leaf node is negative, then check condition 

(Positive, negative, positive), then return result) Els (There are positive inputs and negative 

inputs). 

3. Estimate the entropy of current state H(S) 

4. Calculate entropy for each attribute in comparison to the 'X' attribute 

referred to by H (S, X) 

5. Choose the highest value of IG (S, X) attribute 

6. Delete from the list of attributes the attribute with the highest value. 

7. Repeat until the decision tree has some leaf nodes, or until we run out of all 

attributes. 

 

Output: Dataset value will be retrieved. 

 

4. RESULTS AND DISCUSSION 
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The potential predictive cardiovascular precision was seen graphically relative to the number 

of observations [15]. For the prediction findings dependent on the decision tree classification 

methodology for the exactness of cardiac disease, see the following map and table. 

 

 

 

Fig 2. Analysis Graph 

 

Table 1. Analysis Table. 

 

 Existing System Proposed system 

Precision 68.45 78.70 

Recall 79.44 65.64 

F-Measure 72.11 74.31 

Accuracy 80.29 87.26 

 

5. CONCLUSION 

 

The analysis has been completed using single and multi-layer neural network modes in the 

dataset for Heart Disease. The data collection is used to assess asperity and assess the heart 

disease. The asperity of the condition is estimated by a technique of neural networks. The 

data is pre- processed to be classified in the dataset. The Neural Network Convolution 

suggests the solution for successful classification laws. The neural network uses Convolutions 

technologies to carry out medical data recovery operations. Convolution neural network 

technology is a multi-layer perceptron, a special design for two-dimensional image 

information recognition. There are various layers for the input layer, convolution layer, 

sampling stage and output layer. The convergence layer and sample layer can also be various 

in the deep network architecture. 
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