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Abstract: Covid – 19 Is A Dreadful Disease Which Cost Us A Lot Of Lives. It Is Similar To 

The Flu Which Attacked Us In 1914.We Suffered A Very Huge Loss Of Human 

Population. But What Is The Solution For This? Should We Be Afraid Of This Disease 

Our Entire Lives Or Should We Face This Disease And Live With It Until A Proper Cure 

Is Found? , Is COVID – 19 The Only Disease That Affects Humanity? No. There Are Lots 

Of Diseases That Still Affect Human Lifestyle Apart From COVID-19. People Are Still Not 

Ready To Go To Hospitals For Their Regular Checkups Example Diabetes Patients. 

Because They Think They Could Get Affected By This Dreadful Disease If They Go To 

Hospitals, Well They Are Not Wrong. What If They Can Test Their Diseases Online, What 

If They Don’t Need To Go To Hospitals For Their Checkups But Instead Stay At Their 

Homes And Take A Test At Their Comfort. So This Project Aims At Creating A Web App 

Which Will Be Useful For Patients To Test Any Kind Of Disease Like Diabetes, Flu Etc. 

Using Powerful And Persistent Datasets Available At Kaggle And With Use Of Machine 

Learning And Python To Train A Model Deploy It Using A Cloud Based App Development 

Tool With The Use Of HTML,CSS 
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1. INTRODUCTION 

 

The Main Use Of This Project Is That Patients Can Check Their Diseases At Their 

Home[1]. The Other Main Reason Is That We May Be In Need Of More Doctors And 

Hospitals To Treat And Cure COVID Patients[2]. We Can’t Waste The Knowledge Of Our 

Doctors In These Diseases Which Are Comparatively Less Effective Than COVID-19[3]. As 

A Startup This Project Aims On Predicting Diabetes As The Main Disease Using The 

Famous “PIMA Dataset” Available In UCI Repository[4]. Which Consists Of Over 769 

Experiences Of Patients Suffered From Diabetes And Their Symptoms[5]. The Classifiers 

That We Use Here Are Random Forest, KNN, Linear Regression. We Will Be Using Method 

Selection To Select The Best Suitable Classifier To Train And Test The Model[6]. The 

Missing Values Will Be Filled With Mean Or Median Of The Specific Column So That We 
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Don’t Affect The Continuity Of The Data Values[7]. Graphical Representation Between 

Various Columns And A Confusion Matrix Will Be Provided In Order To Select The 

Necessary Attributes And Ignore The Ones With Low. Forms Will Be Designed For As The 

Front End To Get The Inputs From The User. Initially The App Shall Be Tested In Local 

Server And Then HEROKU A Cloud Based Tool Will Be Used To Deploy The Web App On 

The Global Server. 

 

1 Literature Review 

Karmul Hasan Et Al Uses Ensembling Methodology To Predict Diabetes. The 

Classifiers That Are Ensembled Are LR, RF, NB, KNN And Decision Tree. The Advantage 

Of Ensembling Technique Combines The Power Of All The Above-Mentioned Classifiers, 

And Reduces The Complexity. The Issues In These Methods Are Different Ensembling 

Methods Must Be Used With Different Datasets. Due To This The Accuracy Rate Will Be 

Severely Damaged. No UI Is Included Therefore Cannot Be Used By Normal People To 

Predict. Quin Wang Et Al Uses NB To Counter The Missing Values. ADASYN To Counter 

Imbalance In The Classification Of The Dataset. RF To Train And Test The Dataset. The 

Advantages Of This Method Is One Of The Best And Popular Method For Data Prediction 

And Gives The Utmost Accuracy For Most Of The Datasets. Using NB For Missing Values 

Increases The Accuracy Rate And The Prediction Rate. The Issues Related To RF May Be 

Suitable To Many Cases, But In Case Of Dataset Having A Large Amount Of Data, We Must 

Use Cross Validation For Different Classifiers And Select The Best Model. ADASYN When 

Used In A Dataset With Average Number Of Data's Increases The BIAS. Dhiraj Dahiwade 

Et Al Uses Ensembling Mechanism. The Classifiers That Are Ensembled Are KNN And 

CNN. The Advantages Of CNN Is Used For More Complex Diseases Like Heart Diseases 

Cancer Etc. The Issues In These Method Is In General Diseases CNN May Not Be Powerful, 

At Least Not More Than RF. Use Of CNN May Over Fit The Data. Ensembling Mechanism 

Is Only Powerful When We Combine More Than At Least Three Classifiers. We Can Use 

Cross Validation Instead Of Ensembling. Mrunmayi Patil Et Al Uses SVM For General 

Disease Prediction. The Advantage Of SVM Works Relatively Well When There Is Clear 

Margin Of Separation Between Classes. SVM Is Relatively Memory Efficient. The Issues In 

SVM Algorithm Is Not Suitable For Large Data Sets, Such As PIMA Dataset. For The 

Implementation Of SVM There Must Be A Clear Boundary Between The Classes, There 

Must Not Be Overlapping Of Classes. In Our Case There Will Be Overlapping Since The 

Values Of Certain Attributes Range From 1-4 Etc. It Cannot Be Effectively Used In A Large 

Dataset. Rohit Binu Mathew Et Al Developed An App Which Will Be Easily Handled By 

The Users. This Model Uses KNN As The Classifier. The Advantage Of This App Also 

Provides The Recommended Medicine For That Particular Disease. A User-Friendly 

Environment For The Users. The Issues Are Using KNN Only Will Not Give The Best 

Prediction Rate, There Are Algorithms Which Are Far Superior Than KNN Such As RF. But 

All Of Them Will Have Their Own Pros And Cons. Therefore, Comparing And Selecting 

The Suitable Classifier Will Be The Best Method To Do That. 

 

2 ABOUT THE DATASET 

 

The Dataset Used Here Is The PIMA Indian Dataset For The Prediction Of Diabetes 

Available In Kaggle For The ML Analysts To Work With The Data. This Dataset Is 

Originally From The National Institute Of Diabetes And Digestive And Kidney Diseases. 
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The Objective Of The Dataset Is To Diagnostically Predict Whether Or Not A Patient Has 

Diabetes, Based On Certain Diagnostic Measurements Included In The Dataset. Several 

Constraints Were Placed On The Selection Of These Instances From A Larger Database. The 

Dataset Consists Of 9 Columns They Include Number Of Pregnancies In Case Of Female 

Patients, Blood Sugar Level, Insulin, BMI, Age Etc. The PIMA Indians Dataset In Shown In 

Fig 1 Below. 

 

Fig 1 – Pima Indians Diabetes Dataset 

 

2.1 Data Normalization 

As Said Before The Missing Values In Each Columns Are Filled With The Mean Of 

That Particular Column Or Attribute[8]. Figure 2 Below Shows The Number Of Missing 

Values In The Entire Dataset. 

 

 
 

Fig 2 - Number Of Missing Values 

Figure 3 Below Shows The Percentage Of The Values Missing In Each Attribute 

Column. 
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Fig-3 Percentage Of Missing Values 

 

From Figure 3 We Can See That Mostly 50% Of The Patients Are Not Tested With 

Insulin Levels From In The Dataset[9]. This Maybe Because Of Two Reasons Maybe The 

Doctors Only Took Tests For Those Patients Who Are Not Looking Well And Ignored The 

Other Patients Or They Would Have Taken A Prior Diagnosis And Then Decided To Take 

Tests On Patients Based On The Results[10]. However, This May Cause A Major Problem 

During Prediction Phase Because The Model Would Have Only Be Trained For 50% Of The 

Patient’s Insulin Experiences[11][14]. This Problem Can Be Solved By Just Ignoring That 

Attribute, But Ignoring That Attribute As Well Can Also Cause Problems So We Are In A 

State To Select The Attributes Which Will Give Us The Most Accurate Prediction Result. 

This Method Of Selecting Attributes Is Called As Attribute Selection. 

 

2.2 Attribute Selection 

This Is The Phase Where We Select The Attributes That Will Give Us The Most 

Accurate Prediction Results Or In Other Words The Attribute Which Is More Correlated 

Towards The Output Attribute[12]. To Know That We Will Be In Need Of Graphical 

Representation Of Insulin Vs. Output Columns In The Dataset. Figure 4 Below Shows The 

Graph Plotted Between Insulin And Outcome Column. 
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Fig 4- Insulin Vs Outcome 

 

From The Above Graph We Come To Know That Presence Of Insulin Attribute In The 

Dataset Will Bias The Result Towards The Outcome 0(Healthy Patients)[13]. Due To This 

There Will Be A Great Reduction In The Prediction Results And The Accuracy Of The Model 

Will Be Reduced. So We Must Be Sure That No Other Column Has The Same Properties. To 

Ensure This We Use A Special Type Of Graphical Representation Called Heat-Maps Which 

Plots The Graph Based On The Correlation Co Efficient Of Each Attribute In The Dataset. 

Figure 5 Below Represents The Heat-Map Diagram For The Dataset Used. 

 

Fig-5 Heat-Map Diagram 
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From The Above Heat-Map We Realize That Not Only Insulin But Also Skin Thickness Is 

Less Correlated Towards The Outcome So We Don’t Need Those Attributes In Our Dataset, 

We Simply Remove Them From Out Dataset. Figure 6 Below Shows The Dataset After 

Removing Insulin And Skin Thickness Columns. 

 

 

 

Fig-6 Dataset After Removing Insulin And Skin Thickness 

 

2.3 Selecting Classifiers 

Classifiers Are Methods Or Models Used To Train And Test Our Data In The Dataset. 

Selecting The Best Classifier Suitable For A Problem Is Very Important Because The 

Accuracy And Prediction Results Depend Upon The Training And The Testing Given On 

The Dataset. Here We Used Cross Validation Method In Order To Select The Best Classifier 

For Our Problem. 

 

2.4 Cross-Validation 

Cross Validation Is A Process Of Dividing The Dataset In To K-Folds, At Each Time 

Consider One Fold As The Testing Set And Others As Training Set. Implement A Classifier 

Method On The Training Set And Test The Resulting Model Using The Kth Testing Set. The 

Advantage In Using Cross Validation Is That Each And Every K-Fold In The Dataset Will 

Get A Chance To Be In Both Training And Testing Datasets. Generally K Value Is Set At 10 

Which Is Experimented By Data Scientists To Be The Moderate Value In Which The Bias Of 

The Model Is Less And Variance Is Moderate. Figure 7 Below Shows The Cross Validation 

Score Of Linear Regression, Random Forest And KNN. These Scores Signify That Random 

Forest Will Be The Suitable Method To Proceed. 
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Fig-7 Cross Validation Scores 

3. MODULES 

 

a. Web Application 

After Training And Testing The Models We Have To Create A Web App Which Will 

Integrate All The Ipynb Files And The HTML Files And Creates A Web App Which First 

Will Be Tested In Local Server And Later Be Deployed In HEROKU. First A Folder Must 

Be Created And The Model That We Have Trained Will Be Loaded Into A Sub Folder 

Called Model. Names Are Given To The Folders For The HEROKU Server To Easily 

Recognize Them And Extract Or Compile The Programs Included Within Them. An App.Py 

Python File Must Be Created In Order To Call The Model Whenever An User Interacts With 

The HTML Web Page, So That The Model Can Test And Predict The Result Form It’s 

Already Trained Model. The HTML And CSS Files Must Be Loaded Into A Sub Folder 

Named Templates. The Pickle Library From Python Is Used To Load The ML Model Into The 

Web Page. A File Named Requirements Is Created And The Required Packages That Must Be 

Installed By The Python IDE Are Listed There. A File Called Procfile Is Created And The 

Web Processes That Are To Be Performed During Startup Are Listed There. The Frame 

Work For The Web App Looks Like The Figure 8 Shown Below. 

 

 

Fig-8 Framework Web App 
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3.2 Local Server 

 

The Above Framework Is Converted Into A Running App By Using Anaconda Server. By 

Creating A Virtual Environment In Anaconda Prompt, Changing Our Directory Into The One 

Containing The Above Mentioned Files Using Flask Run Command Will Create An Instantly 

Running Web App Which Runs In Our Local Host Server. 

 

b. Heroku Global Server 

The Same Procedure Can Be Carried Out To Create A Web App On A Global Server 

Using Some Of The Built In Functions Of HEROKU And Github Terminal. Using Git Add 

And Git Commit Command To Add All The Files Mentioned In The Git Repository 

 

Git Push Heroku Master Command Is Used To Push All The Files In The GIT 

Repository To The HEROKU’S Cloud Server, It Then Compiles The Files And Folders One 

By One. A Simple Command Heroku Open Will Launch The Web App On The Global Server. 

The Input Page Of The Web App Is Given In Figure 9. 

 

 

Fig-9 Input Page For The Web App 

 

 

4. CONCLUSION 

 

In This Project We Proposed A Web Application To Predict Diabetes In Patients Which 

Uses The PIMA Indians Diabetes Dataset. Before Creating The Web App All The Three 

Classifiers Like KNN, Random Forest, And Linear Regression Are Tested Using Cross 

Validation. Before That All The Missing And Nan Values Are Taken Care Of By Filling 

Them Up By The Means Of The Respective Attribute Columns And Splitting The Dataset 

Into Training And Testing Datasets, The Attribute Selection Was Carried Out Different 

Graphical Expressions Like Linear Graphs And Heat-Maps Showed That The Attributes 

Insulin And Skin Thickness Were Less Correlated To The Outcome So They Were Dropped 

From The Dataset And The Model Was Trained And Tested. Thus The Project’s Idea Saves A 

Lot Of Time For The Doctors To Concentrate On COVID Tested Patients And Other Severely 

Affected Patients. It Also Saves The Cost, Time And Risk Of Patients Going To Hospitals 

Especially In Periods Of COVID-19. 
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5. FUTURE WORK 

 

The Web App Can Be Upgraded To Also Predict Many Other Dreadful Diseases By Collecting 

The Datasets Required For The Prediction Of The Particular Diseases, It Can Save A Lot Of 

Doctor’s Work. The App Can Also Include An Automatic Prescription Providing Mechanism 

Which Gives The Medicines Required For The Disease Along With The Patient’s Results. 
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