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Abstract: The rising demand for prediction has made it more popular and a helpful 

tool. Thus most of us go for prediction most of the time. Housing prices keep changing 

day in and day out and sometimes are hyped rather than being based on valuation. 

Predicting housing prices with real factors is the main crux of our research project. Here 

we aim to make our evaluations based on every basic parameter that is considered while 

determining the price. We use various machine learning techniques in this pathway, and 

our results are not sole determination of one technique rather it is the weighted mean of 

various techniques to give most accurate results. The results proved that this approach 

yields minimum error and maximum accuracy than individual algorithms applied. The     

environment     and surroundings are also important features to take in mind to predict 

its value. But most of us will only take the building and its physical materials for 

consideration but the real up and down of the price values depend on those extra 

surrounding environments which are placed nearby. The main role of the idea is not only to 

predict the price but also to find some of the possibilities after the prediction has 

been done successfully.  

 

Keywords – Property prediction, Find the possibilities of new insights, Machine 

Learning methods. 

  

1. INTRODUCTION 

 

We are predicting the sale price of the houses using various machine learning 

algorithms. Housing sales price are determined by numerous factors such as area of the 

property, location of the house, material used for construction, age of the property, number of 

bedrooms and garages and so on. This paper uses machine learning algorithms to build the 

prediction model for houses. Here, machine learning algorithms such as logistic regression 

and support vector regression, Lasso Regression technique and Decision Tree are employed to 

build a predictive model. Real estate is a thriving and appealing investment sector not only in 

our country but throughout the world. It is one of the wealth measures for the country and also 

for a person.  

It is an important problem for all the stakeholders like house buyers, house owners, 

agents, real estate brokers, investors. The price of the property will keep on increasing 

unevenly. Thus, the price value will depend on certain features and criteria like the area of the 
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property [sq. ft], the number of rooms and balconies, and even more. The location where the 

property has been situated plays a vital role in prediction. 

Some additional features are also able to decide the price value of the property like 

the availability of the basic needs and people review. These features will change over time 

and it is not a constant one. The above features are changing properties which predict a 

variable output through time and surroundings. 

Thus the prediction will become more accurate when we have all these data in a 

correct format and most probably true values. The main role in prediction is data collection 

and data cleaning. It will help us to have the true data values and also be able to change the 

unnecessary data into either useful data or true data. So the prediction of the price will 

depend on multiple features. These all features contribute their property to predict the single 

output called price. The Property prediction factors will depend upon some of the nearby 

features which are shown in figure 1. 

 

 
Figure 1: Predicting house prices using machine learning 

 

2. LITERATURE WORK 

 

Many works are related to our implementation. But the main part of our 

implementation is to make use of the predicted results in a much efficient way. The results 

are dependent on some independent     features.     The predicted output can also be varied by 

some other related data. Thus in our implementation, the price of a house or residential area 

can be predicted by using     machine learning concepts whereas those predicted values are 

not accurate. They can also be able to change over time by some additional features like the 

surroundings and current issues. Many algorithms, such as Linear Regression, Random 

Forest, and others are used to forecast home prices. 

This paper was proposed by a group of students who believe that combining linear 

and boosted algorithms     with     neural     networks would improve prediction accuracy. 

Here various features of data, which are very essential for prediction, are used. Initially, it 

was not cleaned but after they have been cleaned the data well for better performance. They 

have used some of the regression algorithms in this implementation. The dataset was run 

through the algorithms of the neural network and will take all the results of those algorithms 

as feedback to it. It will analyze the information and present the results. Thus the Boosted 

Regression with a neural network is to improve accurateness. 
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Real Estate Property is not only the basic need of a man but today it also represents 

the riches and prestige of a person. Investment in real estate generally seems to be profitable 

because their property values do not decline rapidly. Changes in the real estate price can 

affect various household investors, bankers, policy makers and many. Investment in real 

estate sector seems to be an attractive choice for the investments. Thus, predicting the real 

estate value is an important economic index. India ranks second in the world in number of 

households according to 2011 census with a number of 24.67 crore. India is also the fastest 

growing major economy ahead of China with former’s growth rate as 7% this year and 

predicted to be 7.2% in the next year.  

The real estate market is exposed to many fluctuations in prices because of existing 

correlations with many variables, some of which cannot be controlled or might even be 

unknown. Housing prices can increase rapidly (or in some cases, also drop very fast), yet the 

numerous listings available online where houses are sold or rented are not likely to be 

updated that often. In some cases, individuals interested in selling a house (or apartment) 

might include it in some online listing, and forget about updating the price. In other cases, 

some individuals might be interested in deliberately setting a price below the market price in 

order to sell the home faster, for various reasons. In this paper, we aim at developing a 

machine learning application that identifies opportunities in the real estate market in real 

time, i.e., houses that are listed with a price substantially below the market price. This 

program can be useful for investors interested in the housing market. We have focused in a 

use case considering real estate assets located in the Salamanca district in Madrid (Spain) and 

listed in the most relevant Spanish online site for home sales and rentals. The application is 

formally implemented as a regression problem that tries to estimate the market price of a 

house given features retrieved from public online listings 

 

ALGORITHMS USED 

Linear Regression Algorithm: 

It is one of the types in supervised Learning, Where we will be having both the X and 

Y form in which we can the Y->output for the given X as input from the dataset. Linear 

Regression uses the mathematical formula Y=mx +c, this equation gives the best fit line 

going through the data points. However the data points are scattered so, it’s not possible to 

draw the perfect line but draws a kind of best fit line. Simple linear regression and multiple 

linear regression are the two forms of linear regression. Simple Linear is used to forecast a 

value using only one independent variable, whereas Multiple Linear is used to predict a value 

using one or more independent variables. The Life Cycle of the Machine Learning is shown 

in the below figure 2.  

 

 
Figure 2: Building a machine learning model 
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Correlation Matrix: 

A correlation matrix is a table showing correlation coefficients between variables. 

Each cell in the table shows the correlation between two variables. A correlation matrix is 

used to summarize data, as an input into a more advanced analysis, and as a diagnostic for 

advanced analyses. To summarize a large amount of data where the goal is to see patterns. In 

our example above, the observable pattern is that all the variables highly correlate with each 

other. 

To input into other analyses. For example, people commonly use correlation matrixes as 

inputs for exploratory factor analysis, confirmatory factor analysis, structural equation 

models, and linear regression when excluding missing values pairwise. As a diagnostic when 

checking other analyses. For example, with linear regression, a high amount of correlations 

suggests that the linear regression estimates will be unreliable. 

 

Mean Absolute Error (MAE): 

Given any test data-set, Mean Absolute Error of your model refers to the mean of the 

absolute values of each prediction error on all instances of the test data-set. Prediction error is 

the difference between the actual value and the predicted value for that instance. Statistically, 

Mean Absolute Error (MAE) refers to  the results of measuring the difference between two 

continuous variables. Let’s assume variables M and N represent the same phenomenon but 

have recorded different observations. 

For a given scatter plot of x points, where point j has coordinates (Mj, Nj). Our Mean 

Absolute Error (MAE) will be the average vertical distance between each point and the N=M 

line. This is also known as the One-to-One line. MAE will also at this point be the average of 

total horizontal distance between each point and the N=M line. 

 

Root mean squared error (RMSE): 

Root mean square error or root mean square deviation is one of the most commonly 

used measures for evaluating the quality of predictions. It shows how far predictions fall from 

measured true values using Euclidean distance. To compute RMSE, calculate the residual 

(difference between prediction and truth) for each data point, compute the norm of residual 

for each data point, compute the mean of residuals and take the square root of that mean. 

RMSE is commonly used in supervised learning applications, as RMSE uses and needs true 

measurements at each predicted data point. 

Root mean square error can be expressed as 

 

 
Where N is the number of data points, y(i) is the i-th measurement, and y ̂(i) is its 

corresponding prediction. 

 

Mean squared error (MSE): 

One of the most common metrics used to measure the prediction accuracy of a model is 

MSE, which stands for mean squared error. It is calculated as:  

MSE = (1/n) * Σ(actual – prediction) 2 

Where: 

● Σ –a fancy symbol that means“sum” 

n – sample size 
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actual – the actual data value 

prediction – the predicted data value The lower the value for MSE, the more accurately a 

model is able to predict values. 

The lower the value for MSE, the more accurately a model is able to predict values. 

Variance Score: 

In linear regression, variance shows the difference of scores between the actual and the 

predicted values, this can be also taken as the accuracy of the model. 

 

Mean Relative Error (MRE): 

To compute the MRE we start by computing the Relative Error (RE) for each data set. The 

RE of a data set is computed in this way 

 
 

for 

 

 
 

where i refers to the data set and j to a given point in data set i. dij stands for the data, pij for 

the model prediction and wij for the associated weight coefficient. Finally, di in the 

denominator represents the average of all data points in set i (dij): 

 
In the case the sum of the weights wi is equal to zero we simply take the relative error to be 

zero. The implication is that this data set does not contribute to the MRE. 

 

MRE is then the mean of all REi with wi greater than 0. 

 

 
where n' is the number of data sets with wi greater than 0. 

 

 DATASET 

Data Description 

In our research, we have used a large amount of data which are more essential for the 

contribution of the price prediction. The features which have been used in our projects are the 

area of the property, no. of bathrooms, no. of bedrooms, balcony, and area type. We have 

used more than 10000 rows of data which consist of around 8 feature columns that are going 

to take part in the price prediction. The initial data we collected may or may not consist of 

false data and null values. Hence, the first and foremost process is to clean the data for better 

understanding.  

http://www.debtheory.org/wiki/index.php?title=File:RE.png
http://www.debtheory.org/wiki/index.php?title=File:SumWeights.png
http://www.debtheory.org/wiki/index.php?title=File:Mean_d.png
http://www.debtheory.org/wiki/index.php?title=File:MRE_RE.png
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When the data is cleaned well it will help us to predict the value with high accuracy. 

Data cleaning can be one of the time-consuming processes but it will lead the remaining 

process safely and efficiently. Thus every feature has its priority and contribution in 

prediction. The high priority feature has more impact on the output whereas the less priority 

feature will not have that much impact on the output of the prediction than the high priority 

feature. After cleaning of data, the prediction process will take place. The importance of the 

features is based on the proposal we implemented which was shown in figure 3. The extra 

data which is gathered for finding further insights and possibilities also wants to be cleaned. 

But these data are time-series data, they keep on changing to time. Hence these data are 

managed frequently to make the process more elegant.  

 

 
Figure 3: Calculate Feature importance 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4: Dataset Attributes 
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Prediction Analysis: 

 

 
Figure 5: Actual Price Vs Predicted Price 

 

3. CONCLUSION 

 

By summarizing, Property and residential price is dependent upon the features which 

are all needed for the property. The final prediction of the model will be used to make new 

insights for upcoming scenarios. The idea of creating a useful model by using the efficient 

algorithm will make the implementation fall on the higher-end whereas the final predictions 

are used for further future uses and possibility findings will also make it extend to a higher 

user level. Hence, our main perspective is to make use of prediction to make a new model 

and make it the beginning of a new idea.  

Thus the implementation is not based on the accuracy of the prediction, whereas it is 

based on how we are going to use those predictions in a better way. Hence, In the future, 

there are a lot of opportunities for new challenges. The first main challenge is about data 

gathering for additional insights. Thus the data gathering is more time-consuming work and 

also a slow process. There are some of the open data for quick use but it may or may not be 

useful for the model which we are going to showcase. Thus data gathering is one of the most 

important challenges in the future. The data are kept on increasing exponentially. The data 

which we have collected will expire at some point. The retention of the data keeps on 

decreasing in the upcoming days. The other challenges are based upon the type of work we 

are going to use the model. The new idea of using the predicted value differs for every 

individual. The efficient idea will lead to an efficient and better working model in the future. 
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