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Abstract: In this paper we present a study of logo detection in images from a media 

agency. We compare two most widely used methods - HOG and SIFT on a challenging 

dataset of images arising from a printed press and news portals. Despite common  opinion 

that SIFT method is superior, our results show that HOG method performs significantly 

better on our dataset. We augment the HOG method with image resizing and rotation to 

improve its performance even more. We found out that by using such approach it is 

possible to obtain good results with increased recall and reasonably decreased precision. 

 

1. INTRODUCTION 

 

Logo detection in unconstrained scene images is crucial for a variety of real-world vision 

applications, such as brand trend prediction for commercial research and vehicle logo 

recognition for intelligent transportation [24, 32, 33]. It is inherently a challenging task due to 

the presence of varying sized logo instances in arbitrary scenes with uncontrolled 

illumination, multi-resolution, occlusion and background clutter (Fig. 1 (c)). Existing logo 

detection methods typically consider a small number of logo classes with the need for 

large sized training data annotated with object bounding boxes [2, 14, 15, 19, 20, 24, 31, 32, 

33]. Whilst this controlled setting allows for a straightforward adoption of the state-of- the-
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DETECTION CHALLENGE object detection models [6, 28, 30], it is unscalable to dynamic 

real-world logo detection applications where more new logo classes become of interest during 

model deployment, with the availability of only their clean design images (Fig. 1(a)). To 

satisfy such incremental demands, prior methods are significantly limited by the extremely 

high cost needed for labelling a large set of per- class training logo images [34]. Whilst this 

requirement is significant for practical deployments, it is ignored in88888 existing logo 

detection benchmarks which consider only the unscalable fully supervised learning 

evaluations. This work considers the realistic and challenging open-ended logo detection 

challenge. To that end, we introduce a new Open Logo Detection problem, where we have 
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limited fine-grained object bounding box annotation in real scene images for only a small 

proportion of logo classes (supervised) with the remaining classes (the majority) totally 

unlabelled (unsupervised). As logo is a visual symbol, we have the clean logo designs for all 

target classes (Fig. 1(a)). The objective is to establish a logo detection model for all logo 

classes by exploiting the small labelled training set and logo design images in a scalable 

manner. One approach to open logo detection is by jointly learning logo detection and 

classification as YOLO9000 [28] so that the model can learn to detect logo objects from the 

labelled training images while learn to classify all logo design images. This method relies. 

 

Background 

Logo detection is a subtask of object detection, therefore there are many approaches and 

studies on this topic. This section briefly describes these studies. There are some problems 

that every logo detection method should deal with. There are often different versions of the 

same logo. This includes logos with or without text, differently colored logos or logos that 

were changed over time. Logos can be placed on different surfaces made of different 

materials, including textile, paper, computer screens, glass, and metals. These materials look 

differently and some of them create an additional obstacle by being reflective. Logos are 

often placed on a curved or another non-planar surface, for example on water bottles or cans, 

hats, balls or just on a curved piece of textile. Such features as a position of the logo and 

illumination also play a significant role in how easy or hard it is to detect a logo. Every year, 

brands lose a significant portion of their sales to unauthorized knock off brands and 

counterfeits. Moreover, since such counterfeit products are usually of an inferior quality, they 

also end up damaging the credibility of the brand. Many a times consumers also get cheated 

out of their hard-earned money as they end up shelling out an exorbitant amount of money 

for a mere counterfeit. This Logo Detection app aims to help consumers distinguish forgeries 

from the original product. Using this system, a consumer can verify whether a product is in 

fact an original. This application can also be helpful for brands struggling to fight against 

forged products. 

 

Brief History 
First phishing attack was observed on America online network systems (AOL) in the early 

1990s [37] where many fraudulent users registered on AOL website with fake credit card 

details. AOL passed these fake accounts with a simple validity test without verifying the 

legitimacy of the credit card. After activation of the fake account, attackers accessed the 

resources of America online system. At the time of billing, AOL determined that the 

accounts were fraudulent, and associated credit cards were also not valid; therefore AOL 

ceased these accounts immediately. After this incident, AOL took measures to prevent this 

type of attack by verifying the authenticity of credit card and associated billing identity, 

which also enabled the attackers to change their way of obtaining AOL accounts. Instead of 

creating a fake account, attackers would steal the personal information of registered AOL 

user. Attackers contacted registered AOL users through instant messenger or e-mail and 

asked them to verify the password for security purposes. E-mail and instant messages 

appeared to come from an AOL employee. Many users provided their passwords and other 

personal information to the attackers. The attackers then used the variously billed portions of 

America online website on behalf of a legitimate user. Moreover, an attacker no longer 

restricts themselves to masquerading America online website but actively masquerade a large 

number of financial and electronic commerce websites. classes, and rich appearance diversity 

of object instances. Both assumption are invalid in our setting. Another alternative approach 
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is synthesising training data [37] which overlays logo designs with geometry/illumination 

variations into context images at random scales and locations. But, it introduces appearance 

inconsistency between logo instances and scene context (Fig. 3(a)), which may impede the 

model generalization 

 

Literature Review 

Logo Detection Traditional methods for logo detection rely on hand-crafted features and 

sliding window based localisation [2, 15, 19, 31, 32]. Recently, deep learning methods [11, 

12, 20, 36, 37] have been proposed which use generic object detection models [6, 7, 28, 30]. 

However, these methods are not scalable to realistic large deployments due to the need for: 

(1) Accurately labelled training data per logo class; (2) Strong object- level bounding box 

annotations. One exception is [36, 38] where noisy web logo images are exploited without 

manual labelling of object instance boxes. This method exploits a huge quantity of data to 

mine sufficient correct logo images, and is restricted for non-popular and new brand logos 

which may lack web data. Moreover, all the above-mentioned methods assume the 

availability of real training images for ensuring model generalisation. This further reduces 

their scalability and usability in real-world scenarios when many logo classes have no 

training images from real scenes such as those newly introduced logos. In this work, we 

investigate this under-studied Open Logo Detection setting, where the majority of logo 

classes have no training data. Synthetic Data There are previous attempts to exploit synthetic 

data for training deep CNN models. Peng et al. [26] used 3D CAD object models to generate 

2D images by varying the projections and orientations to augment the training data in few-

shot learning scenarios. This method is based on the R-CNN model [7] with the proposal 

generation component independent from fine-tuning the classifier, making the correlation 

between objects and background context suboptimal. The work of [40] used synthetic data 

rendered from 3D models against varying background to enhance the training images of a 

pose model. Su et al. [37] similarly generated synthetic images by overlaying logo instances 

with appearance changes on random background images. Rather than randomly placing 

exemplar objects [26, 37, 40], Georgakis et al. [5] performed object-scene compositing based 

on accurate scene segmentation, similar as [10] for text localisation. These existing works 

mostly aim to generate images with varying object appearance. In contrast, we consider the 

consistency between objects and the surrounding context for generating appearance coherent 

synthetic images. Conceptually, our method is complementary to the aforementioned 

approaches when applied concurrent 

 

Dataset 

Our study was conducted for a local news agency that was interested in automatically 

analyzing big amounts of images from real life, web and printed sources. Therefore we 

created our dataset from the images obtained from the agency’s database. We selected 10 

different company’s logos and picked out images that contained one of these logos. The 

dataset consists of 706 images. 392 of them are used for training (when HOG method is 

applied) and 314 are used for evaluating the results. Widths and heights of the images range 

from few hundreds to 3000 pixels. Examples of the images with each logo are presented in 

Fig. 1. The number of images with each logo is shown in Table I. 

 

Table I :Numbers of images with each logo in the dataset 

LOGO Number of images 

airBaltic 93 
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Audi 87 

BMW 77 

Mercedes 89 

Nike 46 

OlyBet 32 

RedBull 74 

Samsung 78 

Tele2 35 

Volkswagen 85 

TOTAL 706 

 

2. Methodology 

 

Counterfeit products usually have an inferior built quality and along with stealing sales, they 

also damaging a brand’s reputation in the long run. 

- Along with harming a brand’s sales and reputation, unaware consumers also get cheated out 

of their money. 

- This Logo Detection project aims to help users identify forgeries by analysing the logo on the 

product. 

- Along with helping users identify the logo, this app also helps brands combat logo piracy. 

 

- This project is developed using the Django framework with Python as programming 

language. 

- The waterfall model is a classical model used in system development life cycle to create a 

system with a linear and sequential approach. It is termed as waterfall because the model 

develops systematically from one phase to another in downward fashion. The waterfall 

approach does 

4 not define the process to go back to the previous phase to handle changes in requirement. The 

waterfall approach is the earliest approach that was used for software development 

 

Modules and their Description  

The system is comprised of 1 entity and its modules: 

 User 

 Upload Image  

► The user can click and upload images in .jpg or .png format of the logo they want to 

detect. 

 Logo Detection  

► Once the logo is uploaded, the system will analyze the image based on parameters such 

as dimensions, color, text, etc.  

► After examining these parameters, the system generates a confidence score. 

► A confidence score of less than 90% means that the logo is fake. 
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Existing System & Proposed System 

 

 Problem with current scenario 

In the recent years, the retail market has been flooded with forgeries and counterfeits that are 

almost undistinguishable from the original product. 

Even experts have a tough time distinguishing counterfeit goods from the original. 

 

 Drawbacks of the existing system 

 Customer gets cheated out of their money. 

 Brand loses their sales to counterfeit goods. 

 Inferior quality counterfeits damage a brand’s image. 

 

Proposed System 

 Considering the anomalies in the existing system computerization of the whole activity is 

being suggested after initial analysis. 

 This web application is developed using Python as programming language. 

 Proposed system is accessed by one entity namely, the User. 

 Admin need to login with their valid login credentials first in order to access the web 

application. 

 After successful login, admin can access all the modules and perform/manage each task 

accurately. 

 

Project Lifecycle Details  

Waterfall Model 

 

 
Project Design 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

1.E-R Diagram 
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2. Use Case Diagram 

 

 
                                                          3. Sequence Diagram 
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4.Activity Diagram 

                                     

  

 

 

  

 

 

 

 

                                                                                                                                                                                                                                        

 

 

 

                                                          5.Class Diagram 

  

Trainer 
 
-Image-Coordinates   : String 
- image-format     : String 

 
 
 
+ Image_Upload () 
+ Logo_Detection () 
 
 
 
 
 
 

User 
 

-  id            :          String 
-  Name : String 

  
+ ProvideSample() 
+requestToMatch() 
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Project Implementation 

Project Implementation Technology  

The Project is developed using WAMP Server & Notepad++. We used that software’s for 

Design and coding of project. Created and maintained all databases into My SQL 5.6, in that 

we create tables, write query for store data or record of project.  

 

 Hardware Requirement: 

 i3 Processor Based Computer or higher 

 Memory: 1 GB 

 Hard Drive: 50 GB 

 Monitor 

 Internet Connection 

 

 Software Requirement: 

 Windows 7 or higher  

 WAMP Server 

 Notepad++ 

 My SQL 5.6 

 Google Chrome Browser 

 

Sections 

This was our project of System Design about Logo Detection developed in Python 

programming language. The Development of this system takes a lot of efforts from us. We 

think this system gave a lot of satisfaction to all of us. Though every task is never said to be 

perfect in this development field even more improvement may be possible in this application. 

We learned so many things and gained a lot of knowledge about development field. We hope 

this will prove fruitful 
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