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Abstract: Dyslexia is a specific Learning disability that can cause difficulties in Reading, 

Writing and Spelling. It disturbs the parts of the brain that process linguistic This disease 

is passed in family lines through genes(hereditary) or through new genetic mutations. 

There are 6 different types of dyslexia’s primary dyslexia, Secondary or Developmental 

dyslexia, Trauma dyslexia, Visual Dyslexia, Auditory dyslexia and Dysgraphia. Various 

machine learning algorithms to detect dyslexia they are Random Forest, Decision Tree, 

Support Vector Machine (SVM), Neural Networks and Bayesian classifiers. Many 

parameters are used to identify dyslexia eye tracking, fixation and saccadic eye movements 

and front face detected. This survey paper view at various dimensions of research toward 

dyslexia. This review finds the research holes, challenges and opportunities in this field. It 

also encourages to use Machine Learning (ML) algorithms in this research area. 

 

Keywords: Dyslexia, Learning difficulty, Machine Learning (ML), Support Vector 

Machine (SVM). 

 

1. INTRODUCTION 

 

According to the World Report on Disability published by the World Health 

Organization (WHO) the number of people with disabilities over the globe is almost 2 

billion (37.5% of the world’s population) [15]. Bestowing to the National Centre for 

Learning Disabilities (NCLD) dyslexia, dysgraphia and dyscalculia are among the five 

most common types of learning disabilities around the world [16]. Dyslexia involves the 

ways that the intelligence processes graphic symbols and the sounds of words. It commonly 

affects word recognition, spelling, and the skill to match letters to sounds. While it is a 

neurological condition, dyslexia have no relation to intelligence. Dyslexia are common. 

Researchers trust that 5%–10% of people have it, while some others estimate that the 

commonness is 17% [9]. Hereditary factors can play a major role in the cause of dyslexia. 

Dyslexia is usually diagnosed by conducting oral and written assessments.[16]  

Teaching methods and tactics that can help people with dyslexia improve their 

reading skills and manage the challenges. People with dyslexia have normal cleverness and 

usually have normal vision. Most children with dyslexia can flourish in school with training 

or a specific education program. Emotional support also plays  

 

an important role. Early diagnosis, guidance, and care can help and reduce the impact of the 

condition. Dyslexia is different for everyone. Roughly people have a minor form that they 
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ultimately learn how to manage. Though there's no medication for dyslexia, early assessment 

and intervention result in the best outcome. 

Dyslexia can be identical from the difference in eye movements of the individual while 

reading [25]. Eye movements of French dyslexics were tracked while reading text  and 

visual search. It has been observed that dyslexics had more fixation compared to normal 

readers in both visual tasks and reading [23]. 

Saccade pattern of dyslexia kids were analyzed while reading Chinese shown the fixations 

and gaze duration are more for dyslexics compared to normal readers. The fixation landing 

position was also different for both the group. A statistical model has been built to predict 

dyslexia from eye tracking movements [21]. An Accuracy of 80.18 percentile was achieved 

using Support Vector Machine (SVM) binary classifier. Neural Networks were also 

investigated to identify the gaze pattern in dyslexia and an accuracy of 78 percentile was 

achieved [18]. SVM gave a high accuracy compared to Neural Networks.This review paper 

critically replicates on current advancement in dyslexia detection using machine learning 

approaches and highlights the opportunity for future research.  

 

2. MACHINE LEARNING ALGORITHMS 

 

Four stages are used to detect dyslexia they are (i)Data Collection (ii) Pre-Processing, 

Feature Extraction and Selection (iii) System Testing and Classification and (iv)Performance 

Evaluation. Fig. 1. Shows the schematic Representation of the stages of dyslexia detection.  

 

Machine Learning is a subset of Artificial Intelligence that learns and identifies new 

patterns from the past data.  Learning algorithms can become more particular and truthful 

as they working with training data, allowing humans to gain extraordinary understanding 

into diagnostics, progressions, treatment variability and patient outcomes. There are many 

machine learning algorithms are available each and every one has its own pros and cons. 

Choosing a suitable algorithm is a vital role because there are many to select from. 

Machine Learning algorithms are mainly classified into 3 categories, they are 

supervised, unsupervised and reinforcement learning. In supervised learning whose data is 

already trained and whose class category is already known. In unsupervised learning need 

not to train the model, it finds all kind of unknown pattern from the data. In reinforcement 

learning, it learns to performing set of actions and decisions by improving itself. Very 

frequently used machine leaning algorithms are Decision Tree, Random Forest, Neural 

Networks, Support Vector Machine (SVM) and Bayesian Classifier. 

Decision Tree algorithm is a supervised learning algorithm. The plan of using 

a Decision Tree is to construct a training model that can be capable of  predict the class or 

value of the target variable by learning simple decision rules inferred from training data. 
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Fig.1. Stages of dyslexia detection using machine Learning Algorithms. 

 Random forest is one of the best classification algorithms for prediction. It is under 

supervised learning method, can be used in both classification and regression problems. 

Random forest consists of a huge number of individual decision trees that operate as a group. 

It takes the prediction from each tree and based on the majority votes of predictions and it 

predicts the final result. 

 Neural Networks imitates the functionality of brain which connecting with n number 

of neurons, which understands information and comes up with various solutions based on the 

information. Artificial Neural Network constructed form three layers they are input, hidden 

and output layer. The input layer has initial data, hidden layer has the highly messed neurons, 

and the output layer shows the solution to the initial data. 

 Support Vector Machine is a supervised learning method, which can handle both 

linear and non-linear classifications. It is a classifier using kernel for pattern analysis, 

classification, clustering, and ranking raw data.  This model is suitable for data which has 

many parameters. 

 Naive Bayes algorithm is a classification technique based on Bayes theorem, it is 

supervised learning method, simple and most effective classification algorithms, this model 

helps to make quick predictions and also, it’s a fast learning Algorithm.  

 

Related Work 

 In this paper we conducted a literature survey to focus on Machine learning methods 

used in dyslexia prediction. The detailed survey information is shown in Table 1.  

 

3. CHALLENGES AND OPPORTUNITIES 

 Dyslexia disease signs and features can vary based on the diverse languages, so 

language-based classification need to be improved. The severity of dyslexia can vary from 

minor to severe. The early detections methods are not analyzed all parts of the brain in image 

dataset. Dyslexia is not only affected elementary school children but also it will affect middle 

and high school students, so further research is need to be considered. Many Assistive tools 

can be designed or helping dyslexics to improve their reading and writing skills [17, 19, 20, 

and 22]. Many cases of dyslexia can’t identify by parents, teachers and public, so spread 

awareness of this disease is needed. Early and better prediction of dyslexia is also challenging 

task. 

 

4. FUTURE DIRECTION AND CONCLUSION 

 

Machine Learning is a type of artificial intelligence that leaners and identifies new 

patterns from a huge amount of data. Generally, KNN, Random Forest and SVM are used for 

classification whose accuracy level is attained high. A combination of the above -mentioned 

methods is likely to provide better outcomes in detecting dyslexia. Identifying dyslexia 

children at an early age to provide them with appropriate learning facilities is highly 

important.  
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APPENDIX 

TABLE 1: METHODS USED IN PREDICTION 

Name of 

the 

Author 

Yea

r 

Title Proposed 

Method 

(Algorithm) 

Dataset Accu

racy 

Advantage

s 

Disadvantages 

Gilles 

Richard et 

al. [1] 

202

0 

Dyslexia 

and 

Dysgraphi

a 

Prediction 

A new 

machine 

learning 

approach. 

Majority 

class, Naïve 

Bayes 

Logistic 

regression, 

Random 

Forest 

69 People 

including 

41 People 

with 

Official 

dyslexia 

diagnosis 

90% Accuracy 

can still be 

improved 

by 

gathering 

more data. 

A better 

understanding of 

the correlation 

between the 

different disorders 

could also help in 

providing accurate 

predictions. 

Geetha 

Atkar, 

et al. [2] 

202

0 

Advanced 

Machine 

Learning 

Technique

s 

To assist 

Dyslexic 

Children 

for Easy 

Readabilit

y 

Mel 

Frequency 

Cepstral co-

efficient 

(MFCC), 

Dynamic 

Time 

Warping 

(DTW) 

 

30 audios 

spoken by 

20 

different 

people 

dataset 

contains 

200 

words. 

Age 

between 5 

90%-

100% 

 

Dynamic 

Time 

Wrapping 

techniques 

gives 

around 

90% to 

100%  

System is tested 

with new user 30% 

accuracy 
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to 7 years 

Jothi 

Prabha Aet 

al.[3] 

202

0 

Predictive 

model for 

dyslexia 

from 

fixations 

and 

saccadic 

Eye 

movement 

Events 

Particle 

Swarm 

Optimization 

(PSO) based 

SVM Hybrid 

Kernel 

(Hybrid 

SVM -PSO), 

Support 

Vector 

Machine 

Random 

Forest (RF) 

Logistics 

Regression 

(LR), 

K-Nearest 

Neighbor 

(KNN) 

Eye 

movement

s of 185 

children 

whose age 

is around 

9 to 10 

years. 97 

of them 

were 

dyslexia 

and 88 of 

them non- 

dyslexics. 

95.6

% 

The 

proposed 

features 

such as 

avg.no of 

fixations, 

avg. 

fixation 

gaze 

duration, 

avg. 

saccadic 

movement 

duration 

and total 

no. of 

saccadic 

movements 

duration 

and the ML 

model can 

be used to 

design a 

screening 

tool for 

dyslexia. 

The latest ML 

algorithms for 

improved 

predictive 

accuracy. 

Fatma 

Latifogluet 

al. [4] 

202

0 

Detection 

of 

Reading 

Movement 

from EOG 

Signals 

J48, K-

Nearest 

Neighbor 

(KNN), 

Random 

Forest 

(RF), 

Random 

Tree 

The 

recorded 

EOG 

signals 

were 

obtained 

from 10 

volunteers 

(5 female 

and 5 

male), 

Age 

between 8 

to 12 

years old 

98% High 

performanc

e and 

highest 

accuracy of 

the 

Random 

Forest and 

KNN 

classifiers 

EOG signals 

recorded from 

various disease 

groups can be 

analyzed. 

studies on 

modeling and 

detection of these 

two re-reading and 

skipping features 

automatically. 
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Name of 

the 

Author 

Yea

r 

Title Proposed 

Method 

(Algorithm) 

Dataset Accu

racy 

Advantage

s 

Disadvantages 

Obidzinski 

Michat[5] 

202

0 

Response 

frequencie

s in the 

conjoint 

recognitio

n memory 

task as 

predictors 

of 

developm

ental 

dyslexia 

diagnosis: 

A decision 

approach 

Classificatio

n and 

Regression 

Tree 

(CART), 

Decision 

Trees 

71 High 

School 

students, 

33 with  

developm

ental 

dyslexia 

took part 

in a 

memory 

experimen

t 

81.38

% 

The 

advantages 

of this 

method are 

that is 

particularly 

eliminates 

possibility 

of disorder 

simulation. 

Further studies 

implementing and 

testing the 

presented model 

are necessary to 

confirm its overall 

usefulness. 

N Giriet al. 

[6] 

202

0 

Detection 

of 

Dyscalculi

a Using 

Machine 

Learning 

Random 

Forest, 

Decision 

Tree 

650 

samples 

obtained 

from 

B.Y.L 

Nair Ch. 

Hospital 

99.96

% 

This model 

will help 

doctors can 

diagnosis a 

speedy 

process. 

Manual detection 

is a complex task 

 

Viraj 

Trivedi 

etal. [7] 

202

0 

Detecting 

the 

Severity 

and the 

Type of 

Learning 

Disability 

with 

Pattern 

Extraction 

Using 

Machine 

Learning 

Decision 

Tree, 

Logistic 

Regression, 

Random 

Forest and 

XGBoost 

Classifier 

Students 

studying 

standard 1 

to 4 for 

MHSB. 

(Maharash

tra State 

Board) 

0.70, 

0.60, 

0.50, 

0.50 

proper 

support, 

guidance 

and right 

technology 

children 

can achieve 

greater 

success in 

school/coll

ege and be 

successful 

in life  

Not focus Higher 

standard Students 

Ng Li Mun 

et al. [8] 

202

0 

A 

Comparati

ve 

Fuzzy 

Inference 

System 

The data 

consists of 

30 

the 

accur

acy of 

A rapid 

dyslexia 

screening 

Further 

modification on 

rule statements by 
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Classificat

ion 

Models 

Study for 

Developm

ent of 

Early 

Dyslexia 

Screening 

System 

 

(FIS), 

Random 

Forest, 

Decision 

Table and 

Naïve Bayes 

 

subjects: 

17 

dyslexiaan

d 13 slow 

learners 

with the 

age range 

of 6 to 10 

years old. 

 

56.7 

% 

and 

100 

%  

system 

based on 

fuzzy logic 

 

adding another IQ 

test. 

 And the accuracy 

and robustness of 

the fuzzy inference 

system will be 

improved. 

 

A.Jothi 

Prabha et 

al.[10] 

201

9 

Prediction 

of 

dyslexia 

from Eye 

movement 

using 

Machine 

Learning 

Principal 

Component 

Analysis 

(PCA), 

Particle 

Swarm 

Optimization 

(PSO) based 

Hybrid 

Kernel 

SVM-PSO 

Raw eye 

tracking 

data 

recorded 

185 

subjects 

age of 9-

10 Years.  

95% Improved 

accuracy, 

sensitivity 

& 

specificity 

over Linear 

SVM 

To improve 

(hybrid kernel 

SVM -PSO Model 

is validated) the 

predictive 

accuracy. 

Vani 

Chakrabort

y  

et al. [11] 

201

9 

Machine 

Learning 

Algorithm

s for 

prediction 

of 

dyslexia 

using eye 

movement

s. 

 

K-Nearest 

Neighbor 

(KNN), 

Support 

Vector 

Machine 

(SVM), 

Random 

Forest 

Dept. of 

Psycholog

y 

University 

of 

Jyvaskyla 

(Finland) 

89.8

% 

The model 

is a 

prescreenin

g 

instrument 

for 

dyslexia 

location 

Utilizing the 

structure science 

standards in an 

iterative design, 

accomplish 

 objective & 

furthermore 

acquire 

information 

regards to the issue 

 

 

 

 

 

Name of 

the 

Author 

Yea

r 

Title Proposed 

Method 

(Algorithm) 

Dataset Accu

racy 

Advantage

s 

Disadvantages 

RuchiraKar

iyawasame

t al. [12] 

201

9 

A 

Gamified 

Approach 

for 

Screening 

and 

Interventi

on of 

Support 

Vector 

Machine 

(SVM), 

Random 

Forest, 

K-Nearest 

Neighbor 

Modified 

National 

Institute 

of 

Standards 

and 

Technolog

y 

Accur

acy of 

89%,

90%,

92%, 

92% 

for 

Dysle

First game-

based 

screening 

and 

interventio

n tools for 

dyslexia, 

letter 

Majority of 

applications test 

English Language 

only, 

Not focus children 

age between 6 to 

7. 
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Dyslexia, 

Dysgraphi

a and 

Dyscalculi

a  

(KNN) (MNIST) 

numbers 

data set. 

 

xia, 

letter 

dysgr

aphia,  

dysca

lculia 

and 

nume

ric 

dysgr

aphia 

 

dysgraphia, 

dyscalculia 

and 

numeric 

dysgraphia  

Margaret 

Mary T et 

al.[13] 

201

9 

Intelligenc

e 

Predicting 

Learning 

Disabilitie

s in school 

going 

children 

using 

Fuzzy 

Logic K-

Mean 

Clustering 

in 

Machine 

Learning 

Fuzzy logic 

K- Mean 

Clustering 

620 

datasets 

93.54

% 

Effectively 

and 

accurately 

predict the 

educational 

inability in 

children. 

Additional 

analysis needed to 

use similar 

approach for big 

dataset. 

Jothi 

Prabha A 

et al. [14] 

201

9 

Predictive 

model for 

dyslexia 

from Eye 

Fixation 

Events 

Support 

Vector 

Machine 

(SVM), K-

Nearest 

Neighbor 

(KNN) and 

Random 

Forest 

(RF) 

 

 

The 

dataset 

contains 

raw 

recording 

data of 

185 

subjects 

studying 

grade 2.  

97 were 

dyslexics 

and 88 

were non-

dyslexics 

KNN 

achie

ved 

highe

st 

accur

acy of 

95% 

Focuses on 

identifying 

features 

that 

contribute 

better 

prediction

& build an 

appropriate 

prediction 

model. 

Not to focus on 

multiple age 

groups. 
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