
Interional Journal of Aquatic Science  

ISSN: 2008-8019 

Vol 14, Issue 01, 2023   

 

 

333 

Live Stock Market Prediction Model  Using 

Artificial Neural Network 
 

Kasak Khode1, Arya Buwa2, Atharva Borole3, Harsh Gajbhiye4, Dr. Amit Gadekar5, Dr. Ram 

Kumar Solanki6 

 
1,2,3,4B. Tech (Scholar), School of Computer Science & Engineering , Sandip University , 

Nashik , India 
5Associate Professor, School of Computer Science & Engineering , Sandip University , Nashik 

, India 
6Assistant Professor, School of Computer Science & Engineering , Sandip University , Nashik 

, India 

 

Email: 1kasakkhode.btechaiml@sandipuniversity.edu.in, 
2aryabuwa.btechaiml@sandipuniversity.edu.in 

,3atharvaborole.btechaiml@sandipuniversity.edu.in, 
4harshgajbhiye.btechaiml@sandipuniversity.edu.in, 

5amit.gadekar@sandipuniversity.edu.in, 
6ramkumar.solanki@gmail.com 

 

Abstract: There are no accurate rules for estimating or auguring share prices, the share 

request is an unorganized area for prognostications. There are several ways used to try and 

anticipate the price in the stock request, including specialized analysis, elementary analysis, 

time series analysis, statistical analysis,etc., but none of these ways has been constantly 

shown to be effective. There are two factors for share price forecasting using ANN training 

sessions and price forecasting exercising already trained data.A network model for price 

forecasting, we employed Multilayer Feedforward Network and the Backpropagation 

algorithm during training sessions. In this exploration, we give a fashion that vaticinations 

partake price using a multilayer feedforward network and backpropagation algorithm. 
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1. INTRODUCTION 
 

Artificial neural networks and nonparametric, nonlinear retrogression models are analogous, 

according to evaluations of colorful statistical models. hence, Artificial Neural Networks( 

ANN) have the capability to identify unknown and retired patterns in data, which can be truly 

useful forsharerequestprediction.However, thisIfeffective.might be profitable for financiers and 

investors, which would be good for the frugality. 

 

In order to read share values, this study displays the back propagation approach for neural 

network and multilayer feed forward network training. The purpose of this study is to read 

values using ANNs with a respectable position of delicacy. 
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Literature review: 

From a research paper for stock request forecasting using SVM: In the exploration paper, 

the author proposed the use of the data collected from different global fiscal requests with 

machine knowledge algorithms in order to prognosticate the stock indicator movements. SVM 

algorithm plant on the large dataset value which is collected from different global fiscal 

requests. A Support Vector Machine( SVM) is a discriminational classifier that is formally 

defined by the separating hyperplane. In other words, labeled training data( supervised 

knowledge) which is given, the given algorithm labors the optimal hyperplane which 

categorizes the new samples. In the two- dimensional space this hyperplane is a line dividing 

a aeroplane, into two corridor where in each class lay on either side. Support Vector Machine( SVM) 

is considered to be one of the most suitable algorithms available for the time series forecasting. The 

supervised algorithm can be used in both retrogression and type. The SVM involves conniving data as 

points in the space of n confines. Also, the SVM does not give the problem of overfitting. colorful 

machine knowledge rested models are proposed for prognosticating the quotidian trend of request 

stocks. Numerical results suggest high effectiveness. The practical trading models erected upon our 

well- trained predictor. The model generates advanced profit compared to the named marks 
 

From a exploration paper for stock request forecasting using LSTM and direct 

retrogression: 

Two ways have been employed in this paper LSTM and Retrogression, on the Yahoo finance 

dataset. Long short- term memory LSTM) is a type of intermittent neural- network armature 

in which the sinking grade problem is answered. LSTMs are suitable of learning truly long- 

term dependences and they work vastly well on a large variety of problems 

 

Fig.: LSTM Memory Unit Cell 

 

Linear retrogression makes prognostications for nonstop/ real or numeric variables similar 

as deals, payment, age, product price, etc. The Linear retrogression algorithm shows a direct 

relationship between a dependent (y) and one or further independent (y) variables, hence it is 

called as direct retrogression. Both the ways have shown an enhancement in the delicacy of 

prognostications, thereby yielding positive results. From a research paper of a survey on 

comparison stock market prediction models using machine learning techniques[4]: 

This paper provides a review and relative analysis of different stock request forecasting 

parameter ways. These ways are used to estimate stock request performance and trends. The 

stock request auguring system is to increase delicacy. In this study to dissect a new approach 

to meliorate the forecasting of the results of stock, It means we will combine two or further 

styles to construct a new approach system and architecture design 
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Table: Comparative analysis of the models 
 

 

 

 

 

 

 

 

 

 

 

 

 

The neural network approach is applicable for this type of chaotic system since we do not 

need to understand the answer. This is a significant benefit of neural network styles. The 

inputs, algorithms, and labors for traditional procedures, on the other hand, bear a deep 

understanding. We only need to display the right affair using the neural network given the 

2 SVM 

Accuracy is not lost when 

applied to samples from 

outside the training sample 

Exaggerate 

to minor fluctuations in the 
training data which decrease 

the predictive ability 

Consumer investment, net 

revenue, net income, price
 per earnings ratio

  of stock, 

consumer spending 

3 Hidden Markov Model 
Used for optimizatio n 

purpose 
Evaluation, decoding and 

learning 
Technical indicator 

4 ARIMA Robust and efficient 

It is 

suitable for short 
term predictions only 

Open, high, low, close 

prices and moving average 

5 Time Series Linear Model 

Integrate the actual data to 

the ideal 

linear model 

Traditional and the seasonal 
trends present in the data 

Data and number of 
months 

6 
RNN 

Model 

Previous time points to

 input layer contains 
inputs 

It possible to feed those 

words in through  a much 
smaller set of input nodes 

Input hidden and output 
layers 

S.no Technique s Advantage s Disadvant ages Parameter s used 

1 Artificial Better Prediction Stock 

 Neural performanc gets closing 
 Network e worse with price 
  compared increased  

  to noise  

  regression. variation  

  Lower   

  prediction   

  error   
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inputs. The network will replicate the function with enough training. During the tanning 

process, the neural network will learn to disregard any inputs that do not contribute to the 

affair, which is another benefit of neural networks. The training phase of our system 

includes the discovery of particular parameters called weights from this section using the 

Back propagation Algorithm. he same equations that were employed in the training phase are 

applied to these weights in the vaticination phase. This is our system's abecedarian 

armature, and this system is appertained to as a feed forward network. There are multiple 

factors that affect share price in the stock request. still, not all inputs are used in our system 

because their goods on share request price are negligible. For the system, we used 5 inputs. 

These inputs are the General Index( GI), the P/ E rate, the Net Asset Value( NAV), the 

Earnings per Share(  EPS), and volume. After restoring the data set to the network, we input 

the data into the network. 

 

 
Fig. Experimental flow chart 

 

Backpropagation with Feed foreword NN: 

During training sessions, the back- propagation fashion principally involvestransferring 

crimes from the affair layers back to the input subcaste. 

Back- propagation is needed because the hidden units must be educated using the 

miscalculations made by the antedating layers because they warrant target values that can be 

used. The target value in the affair subcaste is used to differ the advised value. The 

connection weights are continuously changed as the miscalculations are back- propagated via 

the bumps. Training will continue until the weight error is sufficiently bitsy to be permitted. 

The computational complexity of the Back- propagation Algorithm, still, is only O( n). The 
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primary conditions for making successful share price prognostications are these algorithmic 

characteristics. 

The main steps using the Back-propagation algorithm are as follows: 

Step 1: Feed the normalized input data sample, compute the corresponding output; Step 2: 

Compute the error between the output(s) and the actual target(s); 

Step 3: The connection weights and membership functions are adjusted; 

Step 4: IF Error > Tolerance THEN go to Step 1 ELSE stop 

 

2. Conclusion 
 

Our exploration study aims to help stockbrokers and investors in making fiscal investments on 

the stock request. In the stock request, which is a veritably intricate and grueling process 

because of political issues, the profitable and fiscal heads, and numerous other request- 

affecting rudiments, vaticination is pivotal. This review paper addresses a number of machine 

literacy ways, including Natural Language Processing( NLP), Linear Retrogression, SVM, 

LSTM, and Artificial Neural Networks. The value of a vaticination model is to more direct 

shareholders, newbies, and investors over where to hold or invest their stocks in order to 

increase profitability while reducing threat. On the other hand, the stock price vaticination 

would be inaccurate if the dataset contained false information and inapplicable news. In the 

future, we intend to use a mongrel model to ameliorate the stock vaticination's delicacy. 

We'll produce a model that's more accurate than the current and that overcomes the present 

constraints. 
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